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Abstract. With easy access to World Wide Web the users are over-
loaded of information. Recommender systems have emerged as research
approach to address this problem. The users want to find what they
need, when they need it and under the conditions that they want.
These conditions drives to the recommender systems to access to different
sources to find relevant information to recommend.
In this paper we presented a set of intrinsic characteristics to determine
the relevance of the sources to make recommendations.
These characteristics allow to have a representation of the information
contained in the sources that is relevant to recommend and a set of
criteria to select the most relevant.
A multi-agent system has been designed to obtain these characteristics.
Preliminary results of recommendations made with the selected sources
are presented in this paper.

1 Introduction

Today knowledge integration from various sources is gaining importance in areas
such as Process Administration, Data Warehouse, e-commerce, Knowledge Ad-
ministration and Marketing. The information integration allows more knowledge
to be acquired from disperse information.

However, identifying, accessing and integrating information from various
sources is a difficult task, made complex by [1][13]:

– the dynamism,
– the geographic distribution and
– the heterogeneity of the sources

The agent paradigm has emerged as tool to manage the complexity in the
integration systems. It is a promising proposal for information recovery and a
solution to distributed problems in which mechanisms of cooperation and coor-
dination are necessary [7].

Today the quantity of available information is enormous, almost immeasur-
able and the complexity of the systems grows if the agents have to access to all
the information sources [12] [4].

© A. Gelbukh, R. Monroy. (Eds.)
Advances in Artificial Intelligence Theory
Research on Computing Science 16, 2005, pp. 55-64



In this paper the agents select and integrate relevant sources for a recom-
mender system. A recommender system receives as inputs the user preferences
and generates recommendations of products or services according to its prefer-
ences [11].

A measurement based on the intrinsic characteristics of the sources is used
to establish the relevance to select the information sources.

This paper is organized as follows: In Section 2 the intrinsic characteris-
tics and the relevance measurement used to select the sources are defined. The
MAS (Multi-Agent System) designed to select the relevant information sources
is presented in Section 3. In Section 4 is presented the case of study with the
obtained results. Finally, conclusions and future work are presented in Section
5.

2 Intrinsic Characteristics of the Information Sources

In this section a set of characteristics of the sources is defined that allow to
establish a relevance value to select information sources to make the recommen-
dations.

The set of characteristics provides:

– A representation of the information contained in each source, and
– a set of criteria to compare the sources and to select the most relevant.

In Table 1 the characteristics defined are listed.

2.1 Selecting the Information Sources

The selection of information sources is based on the relevance value obtained
from the intrinsics characteristics. Relevance R(S) is defined as quantity of in-
formation that a source S can contain for a recommendation:

R(S) =
∑

(fi × pi × [
1∑n

i=1(fi)
]) (1)

Where fi = Weight of the characteristic i (Completeness, Diversity, Fre-
quency, ...), fi >= 1. The characteristic most relevant for the domain have the
highest value. n = Total number of characteristic. pi = value of the characteris-
tics i, it is obtained with the equations from Table 1.

2.2 Making the Recommendation

Information to make recommendations is only obtained from the information
sources with the highest values of relevance.

Recommendation-based contents were used to make the recommendation
in[2][10][8] [6]. The system processes information from various sources and at-
tempts to extract characteristics and useful elements about their content. Content-
based filtering techniques can vary according to their degree of complexity. For

56        S. Aciar , J. López, J. de la Rosa 



Characteristics Description Measurement

Number of users from one Completeness =
∑

(A ∩B)/
∑

A
Completeness information source also A ∩B = Users existing in both sources
[14] found in another source A = Users existing in the source A

B = Users existing in the source B

Number of user groups Diversity= H =
∑

pi ∗ log2(pi)
Diversity The users are grouped pi = n/N
[16] according to a common n = Number of users included in group i

criterion N = Total number of users in the source

Semantic representation Relevant Attributes = a
A

Ontology of the information
contained in the sources

A = Number of relevant attributes for the recommendation

Timeliness Update of the information Timeliness =
∑

wi ∗ ci/N
[17] about the users interactions ci= Number of user that purchased in a period of time i

wi = Weight of the period of time i

N = Total number of user in the source

Frequency Frequency of the user Frequency =
∑

wi ∗ fi/N

[17] interactions fi = Number of user in a ratio of purchase frequency

wi= Weight of the a purchase frequency
N = Total number of user in the source

Table 1. Intrinsic characteristics of the information sources

a = Number of relevant attributes in the source

for the recommendation

in the source

in a period of time i

purchase frequency
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example, a search based on key words is one of the simplest. A more complex
technique is the based on the extraction of semantic content from information
contained in documents. In the present work the information to make recommen-
dations is the user behaviour, i.e. the purchase frequency, the quantity purchased,
the last date that a purchase was made and the product purchased.

For example, the following information is found in the data-base for user X:
Last date of purchase = 10/05/2005
Amount = 1000
Frequency = high
Product = computer
A computer would not be recommended to this customer because it is an

infrequent product and the purchase date is very recent.
The RFM algorithm (Recency, Frequency, Monetary)was used to obtain

knowledge of the user behaviour. This algorithm divide the users according to
their last date of purchase, the frequency of their purchases and the quantity
purchased. Based on this information, decisions concerning whether or not to
make a recommendation to deserter customers can be taken. Analysis of be-
haviour is the key to obtain favourable responses to the recommendations made
to customers.

3 Multiagent System to Select Relevant Information
Sources

A MAS has been designed to select the relevant information sources. The MAS
is shown in Figure 1

– Each information source is managed by a Manager Agent (MA) that has
abstract information about the content of the source, defined in terms of the
intrinsic characteristics. In addition, the agent is responsible for measuring
the relevance of the source.

– The Property Agents (PA) are in charge of obtaining the characteristics.
They are task agents [13] and interact directly with the source. There is
an agent for each property of the source and their task is to measure the
intrinsic characteristic.

– A Selector Agent (SA) is responsible for selecting the most relevant
sources in order to make the recommendation.

– A Recommender Agent (RA) is an Interface agent [13]that interacts
with the user. Once the sources are selected, it makes the recommendation.

The adaptability to the environment in a MAS is one of the most important
characteristics. In this system the agents adapt themselves and learn from the
environment, updating the values of the intrinsic characteristics of the sources.
The agents periodically calculate these values, so data change, the values of the
characteristics also change. For the selection phase, the relevance measure R(S)
is calculated from these values, and is therefore also updated. Based on these
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Fig. 1. Multi-Agent System to select relevant information sources
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hypotheses, it can be said that MAS learn and adapt to their environment (pref-
erences and tastes of the users). In general terms, planning in this kind of system
can be viewed as a centralized planning for distributed plans [5].The agents do
not work as a team as described in [3]. In complex societies, such as the ad-
ministration of information from various sources, the amount of communication
needed for agents to reach agreement on a joint decision would overcharge the
system. This is the reason why the responsibility for taking decisions (selecting
sources of information) is delegated to only one type of agent, the SELEC-
TOR AGENT, and based on the relevance measure of the source. To obtain
this objective, the other agents have to calculate the values of the characteristics
allowing the relevance information provided by each source to be inferred.

4 Case Study

Eight data bases in the consumer package goods domain were used. These data
bases contain information about clients, products and a historical record of the
products purchased.

They contain real data from more than thousand clients and the purchases
made by them during the period 2001-2002. There is data about clients who
made purchases on the Internet (OnLine) and purchasing information about
customers who personally shopped in the supermarket (Off-Line).

The different data bases have common users, who are easily identifiable be-
cause they have the same id in all the data bases.

At the beginning the agents have no knowledge of the sources. They do not
know which is the most relevant to make the recommendations. The agents begin
to randomly explore the information sources.

The MA from each source creates PA to obtain the measurements to calculate
the relevance of each source. Table 2 shows the different values of the measures
obtained by the PAs.

These measurements were obtained following the equations mentions in Table
1. To obtain the diversity measure user groups were established according to the
zone in which they lived (Z), their sex (S) and the number of persons in the
family (F).

The MA obtains the relevance measure R(S) for each source as can be seen
in Table 3 .

With this measurement, the SA has knowledge of the relevance of each one
of the sources to select the most relevant ones.

Once the recommendation is computed and the result obtained, the SA has
knowledge of the relevance of the source and the result of the recommendation.

Figure 2 shows how the recommendation improvement increases as a result
of integrate information only from relevant sources (S1, S2, S4, S5, S6, and S8).

In Figure 3 is shown the recommendation results from all sources (S1, S2,
S3, S4, S5, S6, S7 and S8).

In this graphic can be observed that the result of recommendation decrease
with the information integration from source less relevant (S3 and S7).
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Sources
S1 S2 S3 S4 S5 S6 S7 S8

fi p1 p2 p3 p4 p5 p6 p7 p8

Characteristics
Ontology

Relevant Attributes 9 0,80 0,50 0,20 1,00 0,60 1,00 0,10 0,80

Diversity
Z 3 0,13 0,11 0,12 0,14 0,71 0,24 0,25 0,23
F 3 0,66 0,67 0,67 0,73 0,07 0,56 0,56 0,49
S 3 0,20 0,20 0,21 0,11 0,20 0,19 0,19 0,26

Completeness 5 0,10 0,60 0,30 0,30 0,57 0,33 0,30 0,70

Frequency 7 0,23 0,40 0,25 0,20 0,50 0,30 0,20 0,45

Timeliness 5 0,25 0,40 0,42 0,15 0,47 0,35 0,50 0,30

Table 2. Intrinsic characteristics of the sources in the consumer packaged good domain

Sources S1 S2 S3 S4 S5 S6 S7 S8

R(S) 0,39 0,44 0,29 0,45 0,49 0,50 0,27 0,52

Table 3. Relevance of the sources
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Fig. 2. Recommendation with the relevant sources
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Fig. 3. Recommendation with all sources

5 Conclusion

This paper has introduced MAS to acquire and to integrate information from
relevant information sources in order to improve the recommendation results.
The sources of information are represented by the intrinsic characteristics. Based
on them, the relevance of each source is obtained. Although very simple, this
proposal produces significant results by improving the recommendation results.
Future work should consider the need to compute recommendations integrating
information from information sources in different domains, in which mapping
between two or more ontologies of different domains will be necessary. It should
also, evaluate the behaviour of the system when the information of a relevant
source selected decays.
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